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1st. Option

Wecan makeprograms



https:// www.theverge.com/2016/10/5/13160546/i-robot-folio-society-
edition-illustrations-art-isaac-asimov

alicedmedia.blogspot.com

http://alicedmedia.blogspot.com/2012/09/g321-thriller-research-title-sequences.html


Japanôs ñTen Principles of Robot Lawò

1. Robots mustservemankind.
2. Robots shallneverkill or injure humans.
3. Robots shallcallthe human that createsthemάfatherΦέ
4. Robots can makeanything, exceptmoney.
5. Robots shallnevergoabroadwithout permission.
6. Maleand femalerobots shallneverchangeroles.
7. Robots shallneverchangethier appearanceor assumeanother
identity without permission.
8. Robots createdas adultsshallneveractas children.
9. Robots shallnot assembleother robots that havebeenscrapped
by humans.
10.Robots shallneverdamagehuman homesor tools.
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https://akikok012um1.wordpress.com/japans-ten-principles-of-robot-law/


Judeo-Christian monotheism also

adheres to the doctrine that only God can 

give life

éany human who breathes life into an

inanimate object is assuming the role of 

God and thereby becoming a false idol. 

Such a blasphemer deserves

punishment, and in the conventions of 

science fiction, this usually comes in the
form of betrayal by the robots.
https:// www.technologyreview.com/s/421187/why-japanese-love-robots-and-
americans-fear-them/



ñIn Japané theyôreculturally open to robots, on account of 

animism. They donôtmake a distinction between inanimate objects

and humans.ò

Animism is a component of the Shinto

faith, the religion that preceded the

introduction of Buddhism to Japan and 

remains an influential part of the

countryôsculture. Animism is the notion

that all objects have a spirit - even man-

made objects
https:// www.technologyreview.com/s/421187/why-japanese-love-robots-and-
americans-fear-them/



It isveryhardto specifydirectlyvalues! 
becausethere are infinitely many
undesirableoutcomesin anopen 

world.

Consequences



Theymimicus (someexamples)

ÅEugene Goostmana chatbot passedthe Turing 
Test
Å7 June 2014. Portrayed as being a 13-year-old boy 

from Odessa, Ukraine, who has a petguinea pigand a 
father who is agynaecologist.

ÅChat bots in human beings social networks
ÅSimulated a person on Tinder.

ÅAlphabet chairman says Google Duplex passes 
Turing test in one specific way (2018)

ÅCleverbotin 2011 Χ

https://en.wikipedia.org/wiki/Odessa
https://en.wikipedia.org/wiki/Guinea_pig
https://en.wikipedia.org/wiki/Gynaecologist


Learning

Facebook and Stanford 
researchersdesigna chatbotthat
learnsfrom its mistakes(January

17, 2019)



Learning

Can neural networkcomputerslearnfrom
experience, and if so, couldthey everbecome

what we wouldcall 'smart'? And couldtwo
different neural networksteacheachother

what they know, therebymakingeachother a 
better network?

October2019

https://www.scientificamerican.com/article/ca
n-neural-network-comput/

https://www.scientificamerican.com/article/can-neural-network-comput/


SomeanswersΧ

ÅNeural networkcomputerscan learnfrom each
other

ÅIts 'smartness' isconfinedto a single task, whichis
not what 'smart' typicallyimplies

ÅWhilethe networkmaybe capableof assimilating
the old and the new knowledge, this would in all
likelihoodrequirethat the network re-learnboth
the old and the new concepts.



Has Skynetbeenborn?
ÅKAIROS, short for Knowledge-directedArtificial 

IntelligenceReasoningOverSchemas



άAladdinhas aneffecton the managementof aroundten per cent of the
ǿƻǊƭŘΩǎfinancialassets, or around$20 trillion. Over25 years, it has grown
into a systemthat isdirectlyor indirectlyresponsiblefor more than four
times the valueof all the moneyin the worldΦέ

It is an electronic system by BlackRock Solutions, the risk

management division of the largest investment 

management corporation, BlackRock, Inc. In 2013, it

handled about $11 trillion in assets (including BlackRock's

$4.1 trillion assets), which was about 7% of the world's

financial assets, and kept track of about 30,000 investment
portfolios.

https://en.wikipedia.org/wiki/Investment_management
https://en.wikipedia.org/wiki/BlackRock


Can we makeartificial 
intelligenceethical?

άThesoonerwe come to an understandingof AI that
ensuresits powerfulcapabilitiesare a net positive for
peopleand workers, the more wiselywe can develop
and deployit. And the more talentedyoungpeople
from all disciplines we train to think criticallyabout
AI, the more we can guaranteeour leadershipin this
vital areafor the longtermέ

WEDNESDAY, JANUARY 23, 2019
Stephen A. Schwarzman

Blackstone Chairman, CEO and Co-Founder
$300M MIT
150M Oxford



IntelligentNudgesin AI

UniqueInsights
IǳƳǳΩǎinsightscombine thousandsof employeedata 
inputs to focusteamson the actionsthat matter most.
NudgeEngine®
Humu'sNudgeEngine® deliverspersonal, achievable
suggestionsthat makeeveryemployeea changeagent.



Rootingin emotionsΧ

Emosparkisanemotionally-awareAI consolefor the
home

EmoSPARK is an artificial intelligence

console created in London, United

Kingdom by Patrick Levy-Rosenthal. 

The device uses facial recognition and 

language analysis to evaluate human 

emotion and convey responsive content

according to the emotion

2007



EmotionalIntelligence

ÅAffectivadevelopssoftware that
understandsǇŜƻǇƭŜΩǎemotional
and cognitivestatesby analyzing
their facial expression.
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https://medium.com/@mark_riedl/human-centered-artificial-intelligence-70b019f956d1


Understandinghumans
Commonsense

and 
corrupted reward)



AI SystemsHelpingHumans
UnderstandThem

ÅAI Rationalization(It isour hypothesisthat AI 
rationalizationwill promote feelingsof trust, 
rapport, and comfort in non-expertsoperating
autonomoussystemsand robots)

A Neural Machine TranslationApproachto Generating
Natural LanguageExplanations
https://arxiv.org/abs/1702.07826

https://arxiv.org/abs/1702.07826


ComputationalCreativity



https://www.nvidia.com/en-us/research/ai-playground/

https://www.nvidia.com/en-us/research/ai-playground/


Wecan teachmoralsto robots by
telling them stories?

Commonsense

and 

corrupted reward)



Usingstoriesto generatea value-aligned
rewardsignalfor reinforcementlearning
agentsthat preventspsychotic-appearing

behavior

https://www.cc.gatech.edu/~riedl/pubs/aaai-ethics16.pdf

https://www.cc.gatech.edu/~riedl/pubs/aaai-ethics16.pdf


Storiesencodemanytypesof 
sociocultural knowledge: commonly
sharedknowledge, social protocols, 
examplesof proper and improper
behavior, and strategiesfor coping

with adversity



Humanslearnsociocultural valuesby
beingimmersedwithin a societyand 
a culture. Whilenot all humansact

morallyall the time, humansseemto 
adhereto social and cultural norms

more often than not without
receivinganexplicitlywritten down

set of moral codes



Anintelligententity mustlearnto 
alignits valueswith that of humans



Storytellingisa strategyfor
communicatingtacit knowledge



Howcan it be implemented?



Use of reinforcementlearningto 
control agentbehavior, and 

computationalreasoningabout
narratives.



Reinforcementlearning(RL) is the
problemof learninghow to act in a 
world so as to maximizea reward

signal.



ManybelieveRL, especiallywhen
combinedwith deepneural 

networks to predict the long-term
valueof actions, maybe part of a 
frameworkfor artificial general 

intelligence

Deep reinforcementlearning





ComputationalNarrative
Intelligence

Narrativeintelligenceis the the ability to 
craft, tell, and understandstories

https://arxiv.org/pdf/1806.06877.pdf

https://arxiv.org/pdf/1806.06877.pdf


AutomatedStoryGenerator

A processof findinga sequenceof events
that are consistentwith the modelthen
translatingabstracteventsinto natural 

language



Scheherazadesystemfrom a value
alignmentperspectivebecauseof 
the ability to learna procedural 

understandingof how a storyabout
a particular topic can unfoldwithout

a priori hand-codedknowledge



Valuealignmentin a 
reinforcementlearningagent

theoreticallycan be achievedby
providingthe agentwith a reward
signalthat encouragesit to solve
a givenproblemand discourages
it from performinganyactions

that wouldbe considered
harmful to humans



Quixote



AutomatedMeasures

To test that automatedmeasures
correlatewith human judgmentswe
compare the scores our algorithms

produce to the scores from the
human-subjectstudy



Evaluationof storygeneration
systems

ÅGrammaticality

ÅNarrativeProductivityόάinterestinglanguageέ ŀƴŘ 
άavoidingrepetitionέύ

ÅLocal Contextuality(capture differencesin context
betweenadjacentsentences). Ex: Sent2Vec 
measure

ÅTemporal Ordering(temporal orderingBayesian
estimateŀƴŘάǘŜƳǇƻǊŀƭorderingέ results)

https://www.cc.gatech.edu/~riedl/pubs/purdy-aiide18.pdf

https://www.cc.gatech.edu/~riedl/pubs/purdy-aiide18.pdf


Rosa M. Gil Iranzo

Thankyou
verymuch

https:// www.linkedin.com/in/rosa -gil197206/
https:// www.researchgate.net/ profile/ Rosa_Gil


